	IT Briefing

	July 15, 2004

	
	9:00am – 11:00am

	
	North Decatur Bldg, Room 155

	Meeting called by:
	Karen Jenkins
	Type of meeting:
	Information Sharing / Gathering

	Attendees:
	Representatives from Distributed Local Support, Central ITD, and the Computer Store transition team

	Minutes

	

	Agenda item:
	PS Support Overview
	Presenter:
	Mark Elliott

	Discussion:
	

	Provided an overview on various support tips regarding PeopleSoft web access and client usage.

	Updates:
	

	· The vast majority of users work via the web interface, only a few clients deployed
· If the date/time stamp is not correct on the PC, sessions will terminate immediately
· Also need to avoid duplicate computer names which will cause a web server incorrectly configured error.
· Remote client users (outside the Admin Core) need SecuRemote client for access to PS. 
· Trouble shooting tips available at http://www.emory.edu/OPUS/
· If you need file sharing access contact Mark Elliott.


	

	Agenda item:
	TS Updates
	Presenter:
	Karen Jenkins

	Discussion:
	

	Review action items from last meeting and provide brief TS updates.

	Conclusions:
	

	· To re-activate a port annotate the Magic ticket with details on how the problems was resolved and forward to NetCom.
· Looking at using Magic as the single view into port/disable status … adding tables to capture security related data and generating reports for quick look up and detailed reporting.
· All email access into Support Magic will be decommissioned on July 30th.  This includes help@emory.edu and any other alias to this account (such as help@sph.emory.edu).
· Need to continue to migrate code from www-source to Maple.  www-source will be decommissioned on July 31st.  CGI can remain until a new service is deployed in the fall.
· New system maintenance schedule at http://r25web.cc.emory.edu/CM 
· AD updates occurring over the maintenance window (migrating to Native mode and upgrading some domain controllers).  The old NT 4.0 domain will be decommissioned July 31st.

	

	Agenda item: 
	Tipping Point Update 
	Presenter: 
	Jay Flanagan

	Discussion:
	

	Overview of the architecture and current stats from the newly deployed Tipping Point devices.

	Conclusions:
	

	· IPS systems block attacks while IDS systems only detect attacks at which point human intervention is required.
· Tipping Point is an award winning IPS solution.  

· Blocked 1,800,000 attacks in the first week of implementation.  900k slammer worm.  Appears most attacks are incoming.  Need to break out the outgoing vs. incoming statistics.
· Further stabilization to the admin core occurring with a direct connection to the border router and isolation of ResNet to it’s own network.

· Firewall systems also will be upgraded.  Looking at accelerator cards which will increase the number of connections from 100k to 500k – need to test and evaluate first.
· IPS systems fail open so traffic will still pass through.
· Next phase is to add additional boxes to the academic network providing further isolation and local protection.

· Purchased a CheckPoint firewall monitoring tool which provides trend analysis and will allow us to further tighten the firewall rules and protect the network.

· DHCP can not be blocked at the border.  This would require 70 rules, which are rule ranges so the effective number of rules is in the thousands which will adversely affect performance.  DHCP has been blocked for ResNet for about a year and it did not help because the problem is internal.

	

	Agenda item:
	Modem Pool Status
	Presenter:
	Stuart Lipkin

	Discussion:
	

	Review common support issues from the new modem pool rollout.

	Conclusions:
	

	· Bar far the largest volume of calls has been due to requiring a password synch.

· Other issues are isolated to older OSs (some 95, mostly 98/SE & ME)

· Also airport devices will not connect to the modem pool.  V92 scripts not working need to drop to V90.
· The 2 hour connection limit will be examined.  If the maximum number of modems is not reached, then possibly this limit can be expanded.  
· Need to let faculty/staff know that an alternate solution will be examined in 3 years prior to EOL of the modem pools.  There will be some type of remote access solution, modems just might not be the answer.

	

	Agenda item:
	LiveUpdate & Software Express
	Presenter:
	Karen Jenkins

	Discussion:
	

	Review new system and service.

	Conclusions:
	

	· New Symantec 9x client is configured to use the new LiveUpdate service.  Older clients will default back to Symantec.  New service updates 3 x per day.

· Campus should migrate to a managed client.  New master parent server being deployed that can update other parent servers across campus.  Virus updates occur every hour.  Investigating adding a parent server for students and faculty/staff to help migrate the campus to a managed approach.

· Also airport devices will not connect to the modem pool.  V92 scripts not working need to drop to V90.

· http://software.emory.edu/ is the central source for software.  Includes downloadable software (Software Express) and software/tools for tech professionals only.

	Agenda item:
	NetCom Update
	Presenter:
	Paul Petersen

	Discussion:
	

	Wireless and border router update.

	Conclusions:
	

	· Now taking requests for wireless service which will be scheduled in the Sept/Oct timeframe.  Minimum of 2 APs per request.  $1,200 per AP and $72/month maintenance cost.  1 AP will cover approximately 2,500 square feed and/or 20-30 users (so classrooms with large concentration may require multiple APs).  As more APs are deployed (>200), the monthly cost may go down.
· Hiring additional staff (architect and tech) and getting training for NetCom personnel.
· There is not restriction on use of APs (except Emory authentication) so a non-department person can use bandwidth from a departmental AP.
· Border router being moved Wednesday 7/21.  Internet, I2, and healthcare access will be down from 12:00am through 6:00am.

	Action items
	Person responsible
	Deadline

	· Demonstration for next briefing
	Paul Petersen
	8/04
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